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Motivation Application: source separation What does the network learn?
Lots of videos have audio tracks, but today’s recognition models mostly ignore We use our representation to separate on- and off-screen sound. The network learns to attend to sound sources. We visualize its attention with a
them. We learn a rich audio-visual representation via self-supervision, by On-screen Off-screen class activation map. It responds most strongly to speech:
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predicting whether images and sound are temporally aligned.
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We train with 750,000 unlabeled videos and apply the features to downstream tasks.

Spectrogram

Application: action recognition

94.5% We train the network to recover a video'’s sound after mixing it
with another’s. We demonstrate it on real mixtures, too.

- Pretraining & sound are helpful

68.1% 68.1%

- Outperforms other self-

supervised representations

- Still trails best supervised methods
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